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The Impact of Outliers on

Cronbach’s Coefficient Alpha

Estimate of Reliability:

Ordinal/Rating Scale Item

Responses

Yan Liu,1 Amery D.Wu,1 and Bruno

D. Zumbo1

Abstract

In a recent Monte Carlo simulation study, Liu and Zumbo showed that outliers can

severely inflate the estimates of Cronbach’s coefficient alpha for continuous item

response data—visual analogue response format. Little, however, is known about

the effect of outliers for ordinal item response data—also commonly referred to
as Likert, Likert-type, ordered categorical, or ordinal/rating scale item responses.

Building on the work of Liu and Zumbo, the authors investigated the effects of outlier

contamination for binary and ordinal response scales. Their results showed that co-

efficient alpha estimates were severely inflated with the presence of outliers, and like

the earlier findings, the effects of outliers were reduced with increasing theoretical

reliability. The efficiency of coefficient alpha estimates (i.e., sample-to-sample varia-

tion) was inflated as well and affected by the number of scale points. It is worth noting

that when there were no outliers, the alpha estimates were downward biased
because of the ordinal scaling. However, the alpha estimates were, in general, inflated

in the presence of outliers leading to positive bias.
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The concern over outliers has a long history since the first time Bernoulli (1777/1961)

pointed out the problem of discordant observations. It has been shown that outliers

may distort the parameter estimation, such as mean, correlation, and regression

parameters, and even a single outlier can severely bias the descriptive and inferential

statistics (Blair & Higgins, 1980; Cook & Weisberg, 1980; Huber, 1981; Lind &

Zumbo, 1993; Stevens, 1984). Hence, an essential task of data preparation is to deter-

mine if outliers appear in the data and how they affect the study’s results.

Cronbach’s coefficient alpha is widely used as an index of reliability and

frequently reported in social and behavioral studies (Cronbach, 2004; Zumbo &

Rupp, 2004). Recently, Liu and Zumbo (2007) systematically investigated the im-

pact of outliers on coefficient alpha estimates. They investigated the effect of

both symmetric and asymmetric outliers on coefficient alpha for continuous item re-

sponse data, that is, the visual analogue item response format. Their study has shown

that symmetric outliers do not affect coefficient alpha estimation, but asymmetric

outliers artificially inflate the estimates of coefficient alpha. The estimates of coef-

ficient alpha can be inflated to as high as .95 with a population reliability of .40 (i.e.,

a bias of .55) when the proportion of outliers (e.g., 8%) and the level of asymmetry

of contamination are very high. That is to say, a measure with a poor reliability could

be misconstrued as highly reliable because of asymmetric outliers. Obviously, an

understanding of the impact of outliers is crucial for an appropriate interpretation

of coefficient alpha.

In the social and behavioral sciences, most items used in scales and questionnaires

typically use the Likert-type item response format. To respond to a question, the par-

ticipants are asked to choose one of a given number of ordered response categories

running from, for example, never to very often. The data arising from this type of

item are ordinal categorical scales. However, the studies of how outliers affect the re-

liability of measures for this type of item response scale are rare. In a simulation study,

Barnette (1999) investigated eight patterns of nonattending observations for a 50-item

test with a 7-point Likert item response scale. Note that ‘‘nonattending observations’’

refer to those participants who respond to questionnaires or surveys inattentively be-

cause of fatigue or their lack of interest in participation. His study showed that differ-

ent response item patterns had differential systematic effects on coefficient alpha

estimates. Some patterns resulted in inflated alpha coefficient, some resulted in deflat-

ed alpha, and some had little effect.

In another recent study, Zijlstra, van der Ark, and Sijtsma (2007) investigated the

influence of outliers on four commonly used statistics including Cronbach’s alpha for

categorical scales using 10 real data sets. They examined two types of outliers. The

first type of outliers was defined as an individual’s frequency of rating the unpopular

response categories. The second type of outliers is the number of weighted Guttman

(1950) errors (i.e., a respondent answers a relatively difficult item correctly but an eas-

ier item incorrectly). Their overall findings revealed that the first type of outliers in-

flated alpha, but the second type deflated alpha.

6 Educational and Psychological Measurement 70(1)
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Outliers and Contamination Models

In psychometrics, outliers can be investigated from two perspectives: (a) in the course

of a computer simulation, selecting a respondent and altering that respondent’s scores

(which we refer to as person outliers) and (b) in a computer simulation forming a mix-

ture of multivariate distributions (which we refer to as item outliers). Person outliers

can be defined as the outlying respondents in terms of their response patterns across

some or all items. These outlying respondents are sometimes referred to as aberrant

respondents, misresponders, or person misfit in item response theory.

Alternatively, one can investigate outliers from an item perspective by examining

different distributions of outlying responses across individuals for each item.

Although the person versus item outliers distinction may seem subtle, it is important

because it represents different outlier processes, that is, aberrant respondents versus

aberrant item responses, which can also be thought of as row versus column outliers

in a typical data matrix. The approach of aberrant item responses, which is typically

considered in the multivariate robust statistics literature, was adopted by Liu and

Zumbo (2007) and is also used in the present study whereas the former one was adop-

ted by Barnette (1999) and Zijlstra et al. (2007).

There are many sources that can cause the presence of outliers. Liu and Zumbo

(2007) summarized three categories of possible sources of outliers: (a) the errors

that occur during data collection (e.g., data-recording errors) and errors in preparing

data for analysis (e.g., typos); (b) the unpredictable measurement-related errors from

participants, including participants’ guessing, inattentiveness, which may be caused

by fatigue, and misresponding, which happens when, for example, participants misun-

derstand the instructions; and (c) inclusion of participants who do not belong to the

target population.

Over decades, a number of researchers have provided several forms of mathemat-

ical contamination models for outliers. The most common mathematical formulation

is the mixed contamination model, which regards outliers as a contamination fraction

in the distribution. It is also known as mixed normal distributions or the mixture con-

tamination model (e.g., Barnett & Lewis, 1978; Mosteller & Tukey, 1968; Zumbo &

Jennings, 2002). The present study adopts this contamination model mathematical

formulation.

The mixed contamination model is characterized by adding some outlying data

points from a contamination distribution (denoted as Pc) into a parent normal distri-

bution (denoted as Pp). The proportion of sampling from the parent distribution is de-

noted as p. The proportion of sampling from a contamination distribution is usually

a small fraction, defined as 1− p.

For this contamination model, the working hypothesis is a statement of the parent

probability model, H, from which the data Xi (i ¼ 1, 2, . . . , n) are drawn as indepen-

dent observations. We can denote it as

H : Xi ∈Pp ði ¼ 1; 2; . . . ; nÞ:

Liu et al. 7
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The alternative hypothesis assumes a mixture of data from both the parent and con-

tamination distributions. The alternative hypothesis is denoted as

H : Xi ∈ p � Pp þ ð1ÿ pÞ � Pc ð0 < 1ÿ p < 1; i ¼ 1; 2; . . . ; nÞ:

For the alternative hypothesis, there are two possible types of outlier contamina-

tion: symmetric contamination and asymmetric contamination. The contamination

is symmetric if the population is a mixture of N(m, s) and N(m, bs) components where

b is a positive constant, and bs > s (if bs < s, the contamination distribution will not

constitute outliers but inliers). The contamination is asymmetric when the population

is a mixture of N(m, s) and N(m ± a, s) or N(m ± a, bs) components where a is con-

stant, and a 6¼ 0. In the present study, we only manipulated the constant a but not b con-

sidering that the standard deviation does not play a role in the effect of outliers on

reliability, as revealed by the Liu and Zumbo’s (2007) study.

Ordinal Response Scales

Since Likert (1932) introduced the Likert-type item response scale, great attention has

been drawn to how the number of response categories affects the psychometric prop-

erties of commonly used statistics (e.g., reliability, Pearson product moment correla-

tion, regression analysis, and structural equation models). Assuming a continuous

unobserved variable underlies individuals’ response process, the less precise catego-

rization of this continuous variable into an ordinal scale has been shown to increase

measurement error. However, it is not yet clear how it affects the associated psycho-

metric properties (e.g., Krieg, 1999; Weng, 2004).

The investigation of outliers on Cronbach’s alpha for the ordered categorical scales

is more complicated than that for the continuous scales. Before examining the impact

of outliers, we need to consider the effect of the number of response categories on

Cronbach’s alpha. Previous studies have shown inconsistent results for the effect of

the number of scale points on Cronbach’s alpha. Some studies concluded that Cron-

bach’s alpha was not, or hardly, affected by the number of response categories

(e.g., Aiken, 1983; Matell & Jacoby, 1971; Wong, Chuen, & Fung, 1993). Others,

however, revealed that reliability estimates increased as the number of response cat-

egories increased compared with the 2-point response scales (Guilford, 1954; Lissitz

& Green, 1975; Nunnally, 1978). Lissitz and Green (1975) did a simulation study and

found that Cronbach’s alpha increased when the number of response categories

increased from two to five but leveled off after that. Jenkins and Taber’s (1977)

and Bandalos and Enders’s (1996) simulation studies revealed similar results to those

reported by Lissitz and Green (1975). In line with previous research, a recent study by

Zumbo, Gadermann, and Zeisser (2007) has shown that when comparing coefficient

alpha computed from ordinal item responses with that computed from the underlying

continuous scale, the estimates of coefficient alpha were downward biased, but the

magnitude of bias decreased as the theoretical reliability increased, that is, scales

with higher theoretical reliability were less affected by the number of scale points.

8 Educational and Psychological Measurement 70(1)
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It is important to keep in mind that the literature on ordinal responses conceptual-

izes item responding (and how one arrives at item responses) as a manifestation of

a continuous unobserved underlying variable. That is, a continuum is assumed to be

underlying the individuals’ ordinal responses, and the observed responses are the man-

ifestation of respondents’ amount of the underlying continuum exceeding a certain

number of latent thresholds on that same underlying continuum. Formally, the ob-

served ordinal response for item j with C response categories, where c¼ 0; 1; 2; . . . ;
C − 1, is defined by the latent variable y * such that

yj ¼ c, if τc < y�j <τcþ1,

where τc and τcþ1 are the latent thresholds on the underlying latent continuum, which

may be spaced at nonequal intervals and satisfy the constraint ÿ∞ ¼ t0 < t1 < � � �
< tcÿ1 < tc ¼∞: It is worth mentioning at this point that the latent distribution

does not necessarily have to be normally distributed although it is commonly assumed

because of its well-understood mathematical properties.

With the underlying variable model in mind, it is worth noting that there are three

possible reliability coefficients in a study of ordinal responses (Zimmerman &

Zumbo, 1993; Zumbo & Zimmerman, 1993).

a. The theoretical (unobserved/latent variable) reliability r�xx0 ¼ varðT�Þ=
½varðT�Þ þ varðe�Þ�, where y * ¼ T * + e * assuming T * and e * are inde-

pendent, and var(.) denotes variance of the variable in parentheses. This

quantity is a variant of the theoretical reliability from classical test theory,

for which many different methods of estimating it have been developed, for

example, coefficient alpha, test–retest, and so on. The readers should recall

that in classical test theory, a person’s observed score equals to the sum of

true score and measurement error, which is expressed as y ¼ T + e where y

denotes the observed score, T the true score, and e the measurement error.

Correspondingly, y * , T * , and e * are theoretical parameters (as underlying

variables to the response) because they can only be considered theoretically

or observed in computer simulation studies.

b. The observed population reliability, which is derived from the observed

ordinal responses (i.e., the categorization of the underlying continuum

into ordinal responses) of the entire population such that rxx0 ¼ varðTÞ=
½varðTÞ þ varðeÞ�, where y ¼ T + e assuming T and e are independent,

and the notation is the same as above.

c. The observed sample reliability, which is derived from the same observed

ordinal item responses of (b) but based on a sample drawn from the

population.

The essential and subtle difference between (a) and (b) is that (a) is based on the ‘‘un-

observed’’ underlying variable whereas (b) is based on the manifest or observed

(ordinal) variable. When considering the performance of sample estimators, such as

(c), it is conventional in statistical mathematics to compute the bias and the efficiency

Liu et al. 9
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(i.e., an estimate of the sample-to-sample variability with a smaller value indicating

a better estimator). In the case of ordinal responses, however, the question arises as

to what should be the ‘‘reference’’ or ‘‘target’’ for quantifying the bias and efficiency

for the estimator. Should the bias and the efficiency be considered relative to the pop-

ulation reliability in (b) or the theoretical reliability in (a)? The two referents answer

different research questions. For example, the bias of (c) relative to (b) would inform

one how close, on average, the sample coefficient alpha computed from ordinal data in

(c) would be to the population coefficient alpha in (b), which is also computed from

ordinal data. The bias of (c) relative to (a) would inform one how close, on average,

the sample coefficient alpha in (c) computed form ordinal data would be to the theo-

retical reliability in (a), which is defined for the underlying continuous distribution.

As Zumbo and Zimmerman (1993) reminded us, to study the effect of measure-

ment scale (e.g., ordinal scaling), one needs to compare the sample estimate (c) to

the underlying unobserved quantity in (a). Therefore, in the present study, we used

the theoretical reliability, (a), as the reference reliability. We hypothesized, in the

case of ordinal response scales, that not only the factors characterizing the contami-

nation model (i.e., the proportion of outliers and the mean shift of contamination dis-

tribution) but also the number of response categories is one source of bias for the

Cronbach’s alpha estimates.

Building on the recent study by Liu and Zumbo (2007), four factors were system-

atically manipulated in the present study: theoretical reliability, proportion of outliers,

mean shift of the contamination distribution, and the number of response scale points.

Furthermore, given the results of Zijlstra et al. (2007) from the first type of outliers

(i.e., defined as an individual’s frequency of rating the unpopular response categories),

which is akin to our item outliers approach, and Liu and Zumbo’s (2007) results for

visual analogue scales, we anticipated that the coefficient alpha should also be inflated

in this study. This, however, has not yet been investigated, and how the degree of in-

flation, the effect of sample-to-sample variability, and the effect of the number of re-

sponse categories affect coefficient alpha was yet unknown.

Therefore, the purpose of this study is to investigate the impact of outliers on co-

efficient alpha for ordinal item response data. Note that we considered ordinal data

from 2- to 7-point item response formats. In this context, we are considering binary

data as a type of ordinal response, which is in line with how binary data are often con-

sidered in achievement and psychosocial measurement. To experimentally examine

the impact of outliers, a Monte Carlo simulation was used in the present study.

This study was designed to answer the following two interrelated research questions:

Research Question 1: How does the number of response categories affect the

bias (and efficiency) of coefficient alpha estimates for different magnitudes

of theoretical reliability without and with the presence of outliers?

Research Question 2: Assuming an outlier contamination model, how do the

mean shift of the contamination distribution and proportion of outliers affect

the bias (and efficiency) of coefficient alpha estimates for various numbers of

scale points and magnitudes of theoretical reliability?

10 Educational and Psychological Measurement 70(1)
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Method

The present study built on the findings and adapted the simulation design of Liu and

Zumbo (2007). As mentioned above, we investigated outliers from an item perspec-

tive by examining different distributions of outlying responses across individuals

for each item. In this section, we introduce the outliers and contamination models first,

then describe the simulation of the data, and finally provide the analytical methods for

investigating how outliers affect the Cronbach’s coefficient alpha for ordinal scale

item responses.

Simulation of Data

As in Liu and Zumbo (2007), a Monte Carlo simulation study was designed to answer

the research questions. The item response data on a 14-item test were generated using

an item common factor analysis model for each sample with a size of 100. For each

mixed contamination population or each design cell, there were 100 replications. A

coefficient alpha estimate was obtained for each replication in each cell, and then

the average of 100 alpha estimates was calculated. The mixed contamination models

were generated by varying the magnitude of four factors. Liu and Zumbo showed that

sample size and standard deviation of the contamination distribution did not affect co-

efficient alpha estimates in their study of continuous item responses on a visual ana-

logue scale. Thus, given that we simulated ordinal responses from an underlying

continuous distribution (as described above), we assumed that these two factors

were again unimportant and hence were not included in this study.1 Hence, based

on these findings, the present study included four factors: (a) the contamination pro-

portions (1%, 8%, and 15%), (b) the mean shift of the sampling from the contamina-

tion distribution (Pc; 0, 1.5, and 3), (c) the magnitude of theoretical reliability (.40, .60,

.80, and .90), and (d) the number of scale points (2, 3, 4, 5, 6, and 7). Therefore, given

the description of the design factors, the simulation study was a 3 × 3 × 4 × 6 com-

pletely crossed factorial design. The following paragraphs provide more detailed

descriptions of the data simulation and the design.

The simulation of the data was conducted into two steps. In the first step, following

Liu and Zumbo (2007), we generated the underlying continuous distributions using

common factor analysis (a one-factor model). The formula to compute the theoretical

reliability is as follows:

r�
xx0 ¼

Pm

i¼1 li

ÿ �2

Pm

i¼1 li

ÿ �2
þ
Pm

i¼1 yii
,

where li denotes factor loadings, yii denotes the error variance derived from the com-

mon factor model, and m denotes the number of items. Using the above equation, we

calculated and specified the factor loadings to be .213, .311, .471, and .625 to obtain

the theoretical reliabilities of .40, .60, .80, and .90, respectively. All 14 items were

generated with equal factor loadings. The underlying continuous distribution

Liu et al. 11
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consisted of a parent population or a mixture of a parent population (i.e., mean shift ¼
0) and contamination population (i.e., mean shift ¼ 1.5 or 3). Without the outliers, the

underlying distribution is normally distributed whereas it becomes negatively skewed

with the presence of outliers.

In short, in the first step, following Liu and Zumbo (2007), we used a covariance

modeling approach (in our case an item factor analysis) to generate the underling var-

iates for the item response data. We began by creating covariance matrices based on

the fundamental equations of factor analysis and then generated multivariate data

based on these covariance matrices. The mixture of normal distributions comes into

play when we generate multivariate data from the covariance matrices. At this point,

we have the continuous underlying variates, the y * , and can now turn to creating the

ordinal (Likert or rating scale) item response data.

Therefore, in the second step, these underlying continuous distributions were trans-

formed into ordinal item response scales by imposing the thresholds dividing the un-

derlying continuum into intervals, as described in Zumbo et al. (2007). The number of

item response categories ranges from 2 to 7. Figure 1 demonstrates how the degree of

outlier proportion and the mean shift changed the symmetric distributions of the ob-

served ordinal item responses using an example of 3-data point scale. With the
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Figure 1. Demonstration of effects of the outlier proportion and the mean shift on the distri-
butions of ordinal item response scales using an example of 3-data point scale
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presence of outliers, the symmetric distributions of this 3-category response scale be-

came negatively skewed, and the skewness increased with the increase of the mean

shift and the proportion of outliers.

As in Liu and Zumbo (2007), the dependent variables in the simulation study are

the bias and efficiency of coefficient alpha estimates. In this study, bias is defined as

Bias ¼ Eðr̂ÿ rÞ where r̂ is an estimator of the parameter r. More specifically, r̂ is

the Cronbach’s alpha estimates that were calculated based on the ordinal response

data of the 100 replications, each with a sample size of 100, and r is the theoretical

reliability—as described above, this is the theoretical reliability referencing the under-

lying response variable. The efficiency of the estimator is defined as efficiency ¼
Eððr̂ÿ rÞ2Þ, which is the sample-to-sample variation in the estimates, that is, the abil-

ity to replicate the alpha estimates. The higher value of efficiency, the more difficult it

is to replicate the findings. For the description of bias and efficiency of estimators, see

Freund and Walpole (1980).

Data Analysis

As in Liu and Zumbo (2007), a factorial ANOVA (with up to 3-way interactions) was

carried out and h2 is used for the interpretation of simulation results. Although our

design is a 3 × 3 × 4 × 6 crossed factorial, a three-way (incomplete) ANOVA was

carried out for two reasons. First, the three-way (incomplete) ANOVA model has ex-

plained 99.7% of total variance for bias and 98.1% for efficiency and hence it is not

necessary to add four-way interactions into the model because the model already ac-

counts for nearly all of the variation. Second, the model will run out of degrees of free-

dom by adding the four-way interactions. To make sure that the inclusion of four-way

interactions would not affect the conclusions, we also conducted multiple regression

analyses that included two-, three-, and four-way interactions in the model to examine

whether we can obtain consistent results from these two analyses—the regression

analyses treat the explanatory variables as continuous and hence the degrees of free-

dom problem is no longer an issue. The results from the regression analysis were con-

sistent with those of the ANOVA, and the four-way interaction did not explain much

more variance in the dependent variable over and above the three-way interaction.

Thus, we only reported the results from the ANOVA.

In addition, we ordered the relative importance of all main effects and interactions.

Like R2 in a regression analysis, h2 is used as the indication of proportion of explained

variance. Any main effects or interactions that account for less than 1% of the

explained variance were considered to have trivial effect and were not interpreted.

Results

The results for bias and efficiency are described respectively in this section. It is worth

noting that the conditions with mean shift of zero are a special case for both bias and

efficiency, which demonstrate how the categorizations of the underlying continuous

scales into ordinal/rating scales affect the estimates of coefficient alpha without the

Liu et al. 13
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presence of outliers. In discussing the results, we denote the four experimental factors

as proportion of outliers (PROPT), theoretical reliability (RELIAB), the mean shift of

the contamination distribution (MEAN), and number of item response categories or

data points (DATPOINT).

Bias of Cronbach’s Coefficient Alpha

The ANOVA results showed that the model explained 99.7% of total variance (Table

1). The partition of variance suggested that the main effects of all four factors, two-

way interaction of RELIAB * MEAN, RELIAB * PROPT, PROPT * MEAN, and

three-way interaction of PROPT * RELIAB * MEAN, met the importance criterion

of accounting for more than 1% of the variance. If the higher order interactions

were statistically significant, the main effects and the lower order interactions were

not interpreted; for example, main effects or two-way interactions are not easily inter-

pretable in the presence of three-way interactions (Howell, 1977). Hence, we only in-

terpreted the three-way interaction PROPT * RELIAB * MEAN.

Figure 2 shows three plots for the interactions of PROPT and RELIAB for each of

MEAN of 0, 1.5, and 3. It should be noted that for the case of no outliers, which is the

mean shift of zero and/or when the proportion of outlier contamination is zero, the

estimates of coefficient alpha were downward biased for all levels of theoretical

Table 1. Variable Ordering for the Bias of Coefficient Alpha Estimates

Sum Square h
2 Cumulative Percentage of h2

Intercept 0.734
MEAN 1.386 0.288 28.9
RELIAB 0.949 0.197 48.6
PROPT 0.667 0.139 62.5
RELIAB * MEAN 0.620 0.129 75.4
PROPT * MEAN 0.362 0.075 83.0
DATPOINT 0.335 0.070 90.0
PROPT * RELIAB 0.265 0.055 95.5
PROP * RELIAB * MEAN 0.148 0.031 98.6
RELIAB * DATPOINT 0.027 0.006 99.1
MEAN * DATPOINT 0.021 0.004 99.6
RELIAB * MEAN * DATPOINT 0.012 0.003 99.8
PROPT * DATPOINT 0.003 0.001 99.9
PROPT * MEAN * DATPOINT 0.003 0.001 100.0
PROPT * RELIAB * DATPOINT 0.003 0.001 100.0
Error 0.005
Total 5.542
Corrected total 4.808

Note: MEAN denotes mean shift of the contamination distribution; RELIAB denotes the theoretical

reliability; PROPT denotes the outlier proportions; DATPOINT denotes the number of scale points.

14 Educational and Psychological Measurement 70(1)
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reliability, which echoes the previous findings by Zumbo et al. (2007). However, such

negative bias tapered off with increasing positive bias resulting from increasing mean

shift and outlier proportion to an extent that the negative bias became zero and con-

tinued to increase positively. The estimates of coefficient alpha were severely inflated

to .90 when the theoretical reliability was as low as .40. However, increasing theoret-

ical reliability reduced such effect. For example, the theoretical reliability of .90 ac-

tually resulted in little bias, which is similar to the previous findings for continuous

response scales by Liu and Zumbo (2007).

In summary, the results of bias of coefficient alpha indicate that mean shift and pro-

portion of outliers (i.e., outlier contamination) inflate coefficient alpha estimates and

that the effect decreases as theoretical reliability increases.

Efficiency of Cronbach’s Coefficient Alpha

Table 2 presents the ANOVA results of efficiency of coefficient alpha, which shows

that the model explained 98.1% of the total variance. Two of the three-way interac-

tions met the criterion of accounting for at least 1% of the variance, which are PROPT *

RELIAB * MEAN and RELIAB * MEAN * DATPOINT. The interaction of PROPT *
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Figure 2. Three-way interaction effect on bias of coefficient alpha estimates (PROPT *
RELIAB * MEAN)
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RELIAB * MEAN shows that the efficiency of coefficient alpha was inflated in the pres-

ence of outliers, and the magnitude of inflation increased with the increase in mean shift of

outliers and the proportions of outliers. However, the magnitude of inflation in efficiency

decreased with the increase of theoretical reliability. This was consistent with the findings

in the previous study for the continuous response data by Liu and Zumbo (2007). The plot

of PROPT * RELIAB * MEAN is not presented here because this interaction presented

a similar pattern as Figure 2 with the same interaction for bias.

Figure 3 shows the interaction of RELIAB * MEAN * DATPOINT, which indi-

cates that the binary response scale resulted in the least inflation in efficiency com-

pared with other response scales, and the values of efficiency increased as the

number of scale points increased. However, increasing theoretical reliability led to

less inflation in efficiency with theoretical reliability of .80 and .90 resulting in little

or no inflation. Different from bias, the number of response categories does not play

a role on efficiency in the case of no outliers.

Conclusion and Discussion

Coefficient alpha is a commonly reported reliability index used in the various fields of

the social, behavioral, and health sciences. A previous study has shown that outliers

can severely inflate the estimates of coefficient alpha for continuous item response

Table 2. Variable Ordering for the Efficiency of Coefficient Alpha Estimates

Sum Square h
2 Cumulative Percentage of h2

Intercept 0.179
RELIAB 0.200 0.321 32.2
RELIAB * MEAN 0.097 0.156 47.8
PROPT * RELIAB 0.069 0.111 58.9
MEAN 0.068 0.109 69.8
PROPT 0.052 0.083 78.1
PROP * RELIAB * MEAN 0.040 0.065 84.6
PROPT * MEAN 0.031 0.050 89.6
RELIAB * DATPOINT 0.015 0.024 92.0
MEAN * DATPOINT 0.014 0.023 94.2
RELIAB * MEAN * DATPOINT 0.011 0.018 96.0
DATPOINT 0.007 0.011 97.1
PROPT * DATPOINT 0.006 0.010 98.1
PROPT * RELIAB * DATPOINT 0.005 0.008 99.0
PROPT * MEAN * DATPOINT 0.004 0.006 99.6
Error 0.003 0.005 100.0
Total 0.802
Corrected total 0.623

Note: MEAN denotes mean shift of the contamination distribution; RELIAB denotes the theoretical

reliability; PROPT denotes the outlier proportions; DATPOINT denotes the number of scale points.
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data (Liu & Zumbo, 2007). The fact that ordinal data are not continuous and hence not

normally distributed might further complicate the impact of outliers on coefficient al-

pha. However, little was known about whether and how outliers affect the estimate of

coefficient alpha for ordinal item response data. Given the prevalence of binary and

ordinal data in many fields of studies, this article was greatly needed to augment

the literature.

Using a computer simulation methodology, the present study investigated the im-

pact of outliers on bias and efficiency of Cronbach’s coefficient alpha. Similar to the

previous findings for the continuous response scale, the present study reveals that for

ordinal response scales, outliers can inflate the estimates of coefficient alpha from .40

to as high as .90 and increase the sample-to-sample variation, which makes coefficient

alpha difficult to replicate from sample to sample. This makes alpha very sample

dependent.

To summarize our findings, first, increasing the proportions of contamination and

mean shift, which characterizes outliers in the present study, increases the inflation of

bias and efficiency of coefficient alpha. However, this effect is buffered by increasing

theoretical reliability, which is, unfortunately, unknown to the day-to-day researcher.

Second, in the context of no outliers, the estimates of coefficient alpha are downward
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Figure 3. Three-way interactions on efficiency of coefficient alpha estimates (RELIAB *
MEAN * DATPOINT)
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biased because of the ordinal scaling; such bias decreases with increasing number of

scale points, whereas the efficiency of alpha is not affected by the ordinal scaling. In

the presence of outliers, the number of scale points did not affected the bias of coef-

ficient alpha but inflated the efficiency of coefficient alpha when increasing the num-

ber of scale points. The inflation effect of efficiency is also buffered by increasing

theoretical reliability.

Readers should be cautious not to interpret the second finding as suggesting that

fewer scale points is preferable to more scale points to reduce the sample-to-sample

variation problem in the presence of outliers. Previous studies showed that fewer scale

points are more likely to downwardly bias the coefficient alpha in the cases of no out-

liers because they provide less information (i.e., precision) and, hence, more measure-

ment error (Bandalos & Enders, 1996; Jenkins & Taber, 1977; Lissitz & Green, 1975).

This may, in turn, lead to less accurate parameter estimates and standard errors when

the data are used for other analyses.

Although the number of scale points did not show their effect in the presence of

other factors in the present study (i.e., mean shift of Pc, the proportion of outliers,

and the theoretical reliability), readers need to be aware that this study did not present

exhaustive outlier conditions, and hence, the number of scale points may affect coef-

ficient alpha in other outlier conditions. More research is encouraged to examine how

the number of scale points affect coefficient alpha when varying proportions of out-

liers spread in the ending categories of a various number of scale points. The outlying

data points for fewer scale points are distributed in a different way from those for more

scale points. For example, for three scale points, all outliers can only go to the ending

category, whereas for seven scale points, outliers may spread out in the last two or

three categories. The different patterns in distributing outliers for varying number

of scale points may bring different magnitude of sample variances, which will corre-

spondingly affect coefficient alpha.

In addition, the skewness of the observed ordinal distributions, because of catego-

rizing the underlying continuous distribution with unequal intervals divided by the

thresholds, is always a concern for data analysis of ordinal response scales. Zumbo

et al. (2007) found that the estimates of coefficient alpha appear more biased when

the ordinal observed distributions are skewed. However, the present study did not

manipulate the effect of skewness because it is confounded with the effect of scaling

the underlying continuous response variable into the observed ordinal variable.

It should be noted that in the data analysis phase of this study we did not transform

the dependent variable ‘‘efficiency’’ even though the distribution of efficiency was

quite skewed—the data were censored at zero because of the nonnegative values of

efficiency. In cases like this, data should usually be transformed to be more normal

before hypothesis testing. However, the purpose of our analyses was not to conduct

hypothesis tests but to additively decompose the total variance, which is descriptive

in nature. Furthermore, the transformation would make the modeling results difficult

to interpret because we would have to consider the natural log (or square root) of ef-

ficiency, which is not understood in the statistical mathematics literature—in short,
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the transformed variable needs to make sense in the research literature and is not just

a statistical nicety (Osborne, 2002).

Our final remarks are to caution researchers that outliers can deteriorate the esti-

mates of coefficient alpha for continuous as well as binary and ordinal data. Research-

ers should check their data for outliers even if the sample estimate of the coefficient

alpha is high. As suggested by Lind and Zumbo (1993) and Wilcox (1992, 1998,

2005), robust estimates for coefficient alpha could be a possible solution to the outlier

problem, which will provide relatively more accurate estimates of alpha and less

efficiency.

Even without outliers, Cronbach’s alpha may not be the appropriate estimator with

ordinal item response data because alpha will underestimate the (theoretical underly-

ing) reliability, especially in the binary case where the downward bias could be large.

This finding is in line with those of Bandalos and Enders (1996), Jenkins and Taber

(1977), and Lissitz and Green (1975). Therefore, the ordinal coefficient alpha newly

developed by Zumbo et al. (2007) is recommended for binary and ordinal data. This

new statistic has been demonstrated in their study to be an accurate and stable estima-

tor for the theoretical reliability regardless of the number of scale points and the

skewed distribution of the ordinal data. However, future research needs to investigate

if outliers have an effect on the estimates of this new coefficient.

Declaration of Conflicting Interests

The authors declared no potential conflicts of interests with respect to the authorship and/or

publication of this article.

Financial Disclosure/Funding

The authors received no financial support for the research and/or authorship of this article.

Note

1. The reader will find that our assumption is borne out in the end because of the amount of

variation the remaining factors account for in our statistical analysis of the simulation results

below.
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