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Background to the problem 
! Often, researchers are concerned by significance and relative importance of 

variables in linear regression models for meaningful interpretation of results. 
Several indices have been proposed in determining relative importance of 
predictor variables in regression models among which are relative Pratt index, 
Beta coefficients β, t-values, commonality components, semi-partial correlation 
srj and partial correlation prj. Selection and ordering of variables in a 
regression model are therefore dependent on the relative importance of the 
variable compared to the others. 

 
Relative importance of variable Xj in a regression equation is determined by 
the proportion of the variance in the criterion variable Y accounted for by Xj 
(Kruskall, 1987; Pratt, 1987; Bring, 1994, 1996; Thomas, Hughes, & Zumbo, 
1998) where Xj is a predictor variable in the regression model. Pedhazur 
(1982) and Darlington (1990) suggest that beta weights and partial correlations 
should not be used in determining relative importance due to luck of 
proportionality and additive properties in relation to the variance in the criterion 
variable, instead semi-partial correlations may be used. 

! Because of its additive property and simplicity in interpretation, the relative 
Pratt index has an advantage over the semi-partial correlation and lends itself 
as the most promising and prudent index to use in determining relative 
importance and ordering of variables (Huberty, 1994; Thomas & Zumbo, 1996; 
Thomas, Hughes, & Zumbo, 1998). 

 
Description of the relative Pratt index 
! Relative Pratt index is a geometric extension based on the axiomatic 

derivation in the 2-variable case (Pratt, 1987) of the product of the simple 
correlation and beta coefficient of a variable Xj from the standardized 
regression equation of the form: 

Y = β1X1 +β2X2+…βjXj +βpXp. 
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! The relative Pratt index dj (Thomas, Hughes & Zumbo, 1998) is then computed 
as follows; 

dj = βjrj/R2. 
The resulting quotient dj is the proportion of variance R2 in the criterion 
variable accounted for by the predictor variable Xj. Thus, the Pratt index is 
used in the variance partitioning of R2 for each predictor. For a regression 
model the sum of the relative Pratt index of the predictors add up to one. 

! Relative Pratt index can be used together with beta weights to identify any 
suppressor variables that may be present in a regression equation (see 
Thomas, Hughes, & Zumbo, 1998). This is derived from negative valued Pratt 
index. Only relative Pratt index of the value  dj > 1/2p  where p is the number 
of predictors in the regression equation, have meaningful relative importance 
and is usually interpreted. 

 
Rationale of the study 
! While relative Pratt index has been endorsed as an appropriate measure of 

relative importance of predictor variables in linear regression models, little is 
known of the effect of Likert data on its accuracy and performance under 
different conditions of Likert scales and response distribution.    

 
Research question 
The basic assumption in linear regression models is that predictors and criterion 
variable s are continuous and normally distributed. This may not be the case in 
real data encountered in practice in social science research. Research questions 
are as follows; 

• How stable are Pratt indices under non-continuous and non-normal 
conditions? 

• What are the effects of (1) distribution of response patterns, (2) correlation 
matrices, (3) variable combination of continuous and Likert data and (4) 
number of Likert scale points, on the accuracy and consistency of relative 
Pratt index? 

• To answer the research questions, the following method was used. 
Method 
! Simulated data was used in the study. Because the study sort to determine 
the accuracy (bias) of relative Pratt index under the stated conditions, a 
population of 500 000 was generated using three correlation matrices depicting 
low moderate and high inter-item correlation among predictors and criterion for 
each condition (Stevens, 1986). Three types of response distributions were 
simulated namely, (1) equal interval symmetric distribution (2) unequal interval 
and threshold, positively skewed distribution (3) unequal interval and threshold, 
negatively skewed distribution.  
! For variable combination of continuous and Likert data, three types of data 
condition of X and Y were simulated namely, (1) Y Likert, and X continuous (2) Y 
continuous and X Likert (3) Y Likert and X Likert. For each of the three 
conditions, eight Likert scale categories ranging from 2-scale points to 9-scale 
points were generated. The study was a 3x3x3x8 factorial design.  
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! A linear regression model was then fit for each condition using three 
predictors X1, X2, and X3. The resulting R2 and relative Pratt indices associated 
with each predictor were computed and compared to those of the baseline 
condition with Y continuous and X continuous, and equal interval as well as 
normal distribution. 
Bias in Pratt index was computed as follows;  
Pratt Bias∆ = Pratt model – Pratt cont 
Percent bias was also computed as follows:  
Percent bias = Pratt bias/ Pratt cont x 100. 
 Percent bias was used as a unit of 
Analysis. 
Results 

1. Graphs were plotted for the percent bias against the number of Likert 
scale point categories for each variable combination and type of 
response pattern within each condition of correlation matrix.  

2. To provide further insight on the effects of the four independent 
variables on percent bias of relative Pratt index, a response surface 
model was fit using the response surface methodology (Box & Draper 
1987;Khuri & Cornell, 1987; Zumbo & Harwell, 1999) 

Findings 
! From the response surface model, within low and moderate matrices there 

were significant main effects for category at variable combination 2 (Y 
continuous, X Likert) and significant main effects for response pattern at 
variable combination 3 (Y Likert and X Likert). However, for high correlation 
matrix there were significant main effects for categories in the three variable 
combinations. While there were significant differences in percent bias between 
categories of Likert scales, the order of the variables remained unchanged 
across the independent variables. Percent bias diminished with increase in 
scale points from 2-point Likert scale and leveled off asymptotically at 4-point 
Likert scale. 

 
Conclusion 
!Relative Pratt index remains relatively robust in terms of variable ordering of 
relative importance under the stated conditions of types correlation matrix, type 
of response pattern distribution, number of Likert scale points and variable 
combination of continuous and Likert data. Percent bias was relatively large at 
the 2-point scale in all the three response patterns for equal and unequal 
thresholds and intervals.  
!While bias occurred at each Likert scale point, relative ordering of the variables 
was not affected. Thus, Likert scaling does not impact the ordering of variables 
and therefore relative importance, as measured by relative Pratt index. 
!Bias in relative Pratt index reduced with increase in Likert scale points, but 
remained almost constant after the 4-point Likert scale. 
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Implication for research 
! Researchers may opt for relative Pratt index due to its additive properties in 

variance partitioning, ease of interpretation, low bias in 4-point Likert scales or 
higher, and consistency across Likert scales that are frequently encountered in 
social science research. 

! Due to its additive property in the variance partition of the criterion variable, 
relative Pratt index may now replace or supplement other measures of relative 
importance such as communality analysis measures that are cumbersome in 
terms of meaningful interpretation. This is clearly evident with more predictors 
in the model. Relative Pratt index may also be used together with standardized 
regression weights to identify any suppressor variables and multicollinearity 
cases that may be present in the regression model. This is inferred from 
negative values that may occur in the computation of Pratt index. The 
suppressor variables can then be analyzed separately. 
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